
Guidelines:

UCL Banner 

• The colour and format should not be 

altered.

• Do not place other images or logos on 

the banner.

• Title text should be left aligned unless a 

poster number is added.

Layout

• This should be visually appealing and 

easy to follow. Be consistent.

• Choose one slide layout and delete the 

rest of the slides. Adjust background 

boxes via the slide master view if 

required – see under view menu.

• Ensure that the guides are turned on –

see under view menu.

• Keep within the margin guidelines at the 

edge to help visibility and avoid the risk 

of content being trimmed off. 

Text 

• Aim for 300-600 words that are concise 

and straight to the point.

• Avoid font sizes below 24pt except for 

captions.

• Use a maximum of two fonts (the official 

UCL fonts are Arial or Helvetica, with 

Garamond as an additional font in the 

body text).

• Use bullet points to break up large areas 

of text.

• Left justified text is easier to read than 

fully justified.

• Set headings in bold.

Graphs, Images and Tables

• They must be embedded in your file by 

inserting the file rather than copying and 

pasting.

• Make sure they are sufficient size and 

clearly visible with at least 150dpi.

Guidelines cont:

Colour

• Select background colours that contrast 

well with the font to allow easier reading 

of your text.

• Avoid backgrounds with bright or dark 

colours and full of texture as this will 

distract readers.

• Try not to use too many colours – 1-2 

work well, plus images and charts.

• The template is formatted with 

appropriate UCL colours for the banner 

colour chosen.

• Don’t use multiple layers of transparency 

in PowerPoint.

Copyright  and GDPR

(copy and paste the link  to your browser )

https://www.ucl.ac.uk/library/ucl-copyright-

advice

https://preview.tinyurl.com/UCL-GDPR

• Only use copyright free images or those 

available under the creative commons 

license unless you have bought the 

relevant license. You are free to use 

graphics you have generated but check 

with colleagues if they have produced 

them.

• Images downloaded from online are 

subject to copyright unless this has been 

waived.

• Flickr.com is a useful resource to check 

the copyright status of images from the 

web.

• Follow GDPR (General Data Protection 

Regulation) for images of people.

https://www.ucl.ac.uk/cam/brand

UCL Banner vs UCL Logo

• Use the banner where UCL is the major 

partner

• Use the UCL logo only where work is an 

equal collaboration and place all logos at 

the bottom -

https://www.ucl.ac.uk/cam/brand
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Problem Description

Goal: Propose a lightweight library for DP synthetic data generation, 

containing three state-of-the-art marginal models (PrivBayes, MST, and AIM) 

with: 1) superior utility, 2) richer functionality, 3) end-to-end DP guarantees.

Code: https://github.com/sassoftware/dpmm

(a Python library; pip installable; Apache-2.0 license)

Marginal Models: dpmm contains three DP generative marginal models 

relying on the select-measure-generate paradigm and Private-PGM:

• PrivBayes: builds an optimal Bayesian network

• MST: builds a maximum spanning tree

• AIM: adaptively and iteratively optimizes marginals

Experimental Evaluation

Main Take-Aways

Overview of dpmm

DP Guarantees: dpmm adopts best practices from various scientific papers 

and DP libraries to provide end-to-end DP guarantees:

• Data Domain: either provided as input or extracted with DP

• Data Preprocessing: uses PrivTree, DP tree-based discretization method

• Floating-Point Precision: uses OpenDP for Gaussian mechanism sampling

Functionality: dpmm offers rich functionality across all models:

• Mixed Data Support: supports both numerical and categorical data

• Conditional Generation: satisfies any conditions at generation time

• Public Pretraining: models can be pretrained on public data

• Structural Zeros: can be configured or suppressed

• Max Model Size: the trained model size can be controlled

• Serialization: trained models can be saved and reloaded

Utility

1. We implement and open source dpmm, a lightweight library for end-to-end 

DP synthetic data generation, containing three popular marginal models

(PrivBayes, MST, and AIM) with rich functionality.

2. dpmm achieves higher utility than previous implementations -- on average 

1.5% higher than private-pgm and 147% than OpenDP/synthcity

3. dpmm contains state-of-the-art DP auditing procedures and effectively 

addresses known DP-related vulnerabilities.

Figure 1: Comparison between dpmm and other libraries (ε = 1, δ = 10−5).

Figure 2: Utility-privacy tradeoffs of dpmm.
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Figure 3: DP auditing of dpmm and other libraries.
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